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About	me
• Bradley	Schatz

– PhD,	Digital	Forensics	(2007)	; BSc,	Computer	Science
• Schatz	Forensic	/	Evimetry	(2009-)

– Practitioner,	R&D,	tool	vendor
• Research	affiliations

– Journal	of	Digital	Investigation	(Editorial	Board)
– DFRWS	Conference,	Chair,	Technical	Program	Committee	(2016)

• Practical	contributions
– Volatility	Memory	Forensics	Framework	(Vista	&	Windows	7	support)	(2010)
– Autopsy	(index.dat support)

• Queensland	University	of	Technology
– Adjunct	associate	professor,	doctoral	supervision
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Agenda
• Why	should	I	care	about	forensic	formats?
• What’s	wrong	with	current	forensic	formats?
• What	is	AFF4?
• AFF4	Status	Update



Why	should	I	care	about	forensic	
formats?
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Limitations	in	forensic	formats	have	profound	
effects	on	practice

• The	image	as	a	linear	bitstream
– Triage:	reliance	on	logical	imaging	and	acceptance	of	loss	of	
potentially	relevant	data

• The	usage	of	heavyweight	compression	
– Significant	delays	due	to	CPU	consumption

• The	usage	of	no	compression
– Significant	delays	due	to	hashing	and	copying	sparse	data

• Inextensible	metadata	storage
– Tool	interoperability	an	ongoing	problem
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AFF4	supports	storing	multiple	streams	per	container
Pmem aff4acquire	=	physical	memory	+	mapped	files

Virtual
address	

#	pages	

Acquired	
mapped	files	
&	page	files



©	2016	Schatz	Forensic
Time	spent	waiting	for	results
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Digital	forensic	
best	practice

Triage	&	Incident	Response

Live	forensics

The	AFF4	forensic	format	enables	faster	and	new	
approaches	to	acquisition

Increased
speed

Live	analysis	can	
occur	during	
evidence	

preservation

Non-linear	
partial	images
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AFF4	shifts	acquisition	throughput	to	being	CPU	limited
1TB	acquired	in	20	minutes	(~50	GB/min)

Acquisition	technique Acquire	+	Verify

Evimetry Wirespeed 0:52:04

Xways +	WinFE 2:48:00

Macquisition EWF 7:08:38

1TB	NVMe (Core	i7-4578U,	2	Cores)	Macbook Pro	A1502	(Evimetry	2.2.0a)



What’s	wrong	with	current	forensic	
formats?
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Forensic	Imaging	v1.0:	RAW

• Good
– Universal	tool	support
– 1:1	mapping
– Easy	to	implement

• Bad
– No	standardised	metadata	storage
– Copying	sparse	regions	(zero-filled)	
is	a	waste	of	time

– Linear	bitstream	hash	is	a	
bottleneck	at	high	speeds

MD5

Source	Hard	Drive

ACMECo.C1.D1.raw

ACMECo.C1.D1.raw.txt

# Linear	Bitstream	Hash
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The	linear	bitstream	hash	is	a	bottleneck	at	high	
speeds

Target	Storage Interconnect Hash Filesystem Interconnect Evidence	
storage

Algorithm Average	Throughput	MB/s

SHA1	 619.23
MD5	 745.65
Blake2b	 601.87
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Linear	bitstream	hashing	is	a	bottleneck	with	current	
generation	storage

Target	Storage Interconnect Hash Filesystem Interconnect Evidence	
storage

Target	Storage Sustained	Read
1TB	Seagate	3.5”	7200rpm	SATA 100	MB/s
Current	generation 3.5”	7200rpm	SATA 200	MB/s
Intel	730	SSD 550	MB/s
Macbook Pro	1TB	 ~1 GB/s
RAID	15000rpm	SAS >	1	GB/s
Samsung	850	NVMe 1.5	– 2.5	GB/s
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Forensic	Imaging	v2.1:	Threaded	EWF
• Good

– Images	are	fast	to	copy	(compressed)
– Near	universal	tool	support

• Bad
– Inextensible	metadata	storage
– Poorly	defined*
– Copying	&	Compressing	sparse	regions	(zero)	

is	a	waste	of	time**
– Deflate	compression	is	a	bottleneck
– Linear	bitstream	hash	is	a	bottleneck	at	high	

speeds

*	Despite	the	excellent	work	of	Metz
**	Recent	EWF	supports	sparse	regions

MD5

Deflate DeflateDeflate

Source	Hard	Drive

ACMECo.C1.D1.e01

# Linear	Bitstream	Hash
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The	deflate	algorithm	is	a	significant	bottleneck

Target	
Storage Interconnect Hash Compress Filesystem Interconnect Evidence	

storage

Data Deflate MB/s Inflate	MB/s

High	entropy 40.4 439

Low	entropy 259 IO	bound

*Single	core	of	quad	core	i7-4770	3.4Ghz	measured	with	gzip



©	2016	Schatz	Forensic

8-core	i7	&	uncontended	IO?
Threaded	EWF	is	CPU	bound	

Target	
Storage Interconnect Hash Compress Filesystem Interconnect Evidence	

storage

SHA1
600MB/
s

SATA3
Intel	720	SSD
~500MB/s

SATA3
600MB/
s

SATA3
Samsung
850	EVO	Pro
~500MB/s

Acquisition 240GB	@	255MB/s =		14m	35s
Verification 240GB	@	350MB/s =		10m	37s
TOTAL =		25m		
12s

Deflate
31.9MB/s/core	

*8	core	i7-5820k	@	3.20	GHz
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What’s	wrong	with	AFF	(v1-3)?
• Good

– Well	defined	format
– Open	source
– Extensible	Name/Value	pair	metadata	storage
– Niche	commercial	tool	support

• Bad
– Copying	&	Compressing	sparse	regions	(zero)	is	a	

waste	of	time
– Deflate	compression	is	a	bottleneck
– Large	compressed	chunk	sizes		(16M	by	default)	

slow	w/	NTFS	MFT



What	is	AFF4?
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Forensic	Imaging	v4.0:	AFF4	(2009)

• ZIP64	based	container
• Storage	virtualization
• Extensible	linked-data	metadata	

storage
• Inter-container	reference	

scheme
• 2-level	indexing

• Open	source	implementation
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AFF4	Storage	Virtualisation:	the	Map

ACMECo.S1.RAID0.af4

ACMECo.S1.D1.af4 # Linear	Bitstream	Hash

ACMECo.S1.D2.af4

# Linear	Bitstream	Hash

Compressed	Block	Storage	Stream

Virtual	Storage	Stream	(Map)
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Example	uses	of	the	AFF4	Map
• Reconstructing	RAID	from	images
• Rearranging	spare	and	data	ranges	in	flash	images
• Zero	storage	carving
• Storing	discontiguous data	ranges
• Storing	non-linear	images
• Representing	sparse	regions
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Linked	data	metadata	storage
<aff4://fd488f0f-95ad-45e4-a948-a36afcb03a08>

aff4:contains <aff4://08b52fb6-fbae-45f3-967e-03502cefaf92> ;
aff4:stored <aff4://0658d383-3984-42f5-b1aa-c39f8e0cdbae> ;
aff4:systemBiosVendor "American Megatrends Inc."^^xsd:string ;
aff4:systemBiosVersion "F3"^^xsd:string ;
aff4:systemChassisAssetTag "To Be Filled By O.E.M."^^xsd:string ;
aff4:systemChassisSerial ""^^xsd:string ;
aff4:systemChassisType "3"^^xsd:string ;
aff4:systemChassisVendor "Gigabyte Technology Co., Ltd."^^xsd:string ;
aff4:systemChassisVersion "To Be Filled By O.E.M."^^xsd:string ;
aff4:systemEthernetAddress "94:DE:80:7C:EC:6C"^^xsd:string ;
aff4:systemProductName "Z87X-UD3H"^^xsd:string ;
aff4:systemProductSerial ""^^xsd:string ;
aff4:systemProductUUID ""^^xsd:string ;
aff4:systemProductVersion "To be filled by O.E.M."^^xsd:string ;
aff4:systemVendor "Gigabyte Technology Co., Ltd."^^xsd:string ;
aff4:systemboardAssetTag "To be filled by O.E.M."^^xsd:string ;
aff4:systemboardName "Z87X-UD3H-CF"^^xsd:string ;
aff4:systemboardSerial ""^^xsd:string ;
aff4:systemboardVendor "Gigabyte Technology Co., Ltd."^^xsd:string ;
aff4:systemboardVersion "x.x"^^xsd:string ;
a aff4:ComputeResource .

• Arbitrary	
information	storage

• Refer	to	data	ranges	
and	information

• Inter-container	
references
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Forensic	Imaging	v4.1:	AFF4	(2010)

• Non-linear	acquisition
• Hash	based	imaging				

(deduplication)
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Forensic	Imaging	v4.2:	AFF4	(2015)

• Lightweight	compression
• Block	based	hashing	
• Partial	acquisition	

– what	we	didn’t	acquire
– what	we	couldn’t	acquire
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Lightweight	compression

Target	Storage Interconnect Hash Compress Interconnect Evidence	
storage

Compression Algorithm Throughput	
MB/s/core*

Deflate	(ZIP, gzip) 31.9
Snappy	(Google	BigTable) 1,400
LZO	(ZFS) 1,540
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Block	based	hashing	allows	hashing	to	scale	across	
all	cores

Hash

Compress CompressCompress

Source	Hard	Drive

Hash Hash

Block	Hashes

# Block	Hashes	Hash
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Block	hashing	shifts	the	bottleneck	from	from	CPU	
to	I/O

Target	
Storage Interconnect Hash Compress Filesystem Interconnect Evidence	

storage

SHA1
600	
MB/s/cor
e

SATA3
Intel	730	SSD
500MB/s

4x
SATA3
2.4GB/s

RAID0
4x	SATA3
2TB
800MB/s

Snappy
Avg
1.5GB/s/core	

*8	core	i7-5820k	@	3.20	GHz

Acquisition	application Linear Acquisition Verification

X-Ways	Forensics 14:35
255	MB/s	(15.3 GB/min)

10:37
350	MB/s	(21.0 GB/min)

Evimetry (linear) 7:23
500	MB/s	(30.3	GB/min)

4:12
888	MB/s	(53.33	GB/min)
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Generation	of	a	single	hash	w/	block	based	hashing

ACMECo.C1.D1.af4ACMECo.C1.D1.af4

Block	Hashes

Compressed	Block	Stream

##

Virtual	Block	Stream	(Map)

Linear	Block	
Hash

Map
Hash

Block	Hashes	
Hash

##

##
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Implementations
• 4	scientifically	peer	reviewed	papers	over	6	
years

• 3	prototype	implementations	(2009	– 2013)
– 3	languages,	4	revisions	of	the	Map
– Subtle	implementation	differences	due	to	ambiguity
– Heritage	visible	in	Google	Response	Rig

• 2	current	implementations
– Evimetry	(Java)	&	Rekall/libaff4	(C	and	Python)

• Convergence	is	required
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Convergence:
AFF4	Standardisation	Effort

• AFF4	Working	Group
– Bradley	Schatz	(Evimetry),	Michael	Cohen	(Google)	chairing
– Joe	Sylve (Blackbag)
– First	meeting	@	DFRWS	2016

• Intended	outputs
– Corpora	of	standard	images	[draft]	
– Specification	(AFF4s)	[draft]	
– Open	source	implementations	(C,	Python,	Java)	[pre-draft]	
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AFF4	Standardisation	Effort:
Changes	&	Clarifications

• Namespace	change
–Was	 http://afflib.org/ now	http://aff4.org/

• Property	naming	made	consistent
• Image	Stream	Index	(compressed	block	storage)
–Was	[offset0,	offset1,	offset2,	offset3 ..	offsetn]
– Now	[(offset0,length0),	(offset1,	length1)	…]

• Identification	of	Image	in	container
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Sleuthkit AFF4	support

• Draft	standard	image	
(produced	by	Evimetry)

• Read	with	libaff4	+	AFF4s	
patches

• Patches	to	sleuthkit and	
libaff4	coming	very	soon
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Sleuthkit AFF4	support

• Draft	standard	image	
(produced	by	Evimetry)

• Read	with	libaff4	+	AFF4s	
patches

• Patches	to	sleuthkit and	
libaff4	coming	very	soon



Next	steps
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Volatile	memory

• Partial	volatile	memory	acquisition
–Multi-tenant	considerations
– Virtual	machine	host	kernel	memory

• Live	volatile	memory	analysis	and	acquisition
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Front-loaded	pre-processing

• File	hashing	during	acquisition
– Already	implemented
– Spinning	disk	– optimizing	path	across	disk	vs	RAM	(low	seek)
– SSD	– not	such	an	issue
– No	need	for	expensive	processing	for	known	files

• Carving	landmark	and	feature	identification	
– No	need	for	expensive	disk	scans



©	2016	Schatz	Forensic

AFF4	as	an	interchange	format

• Relationship	with	DFAX	etc?
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More	to	come
• Central	point	of	communication
– http://aff4.org/

• Updates	to	come
– DFSci mailing	list
– sleuthkit-users

• Interested	in	helping?
– Send	us	an	email	
– bradley@schatzforensic.com.au &	scudette@google.com



Contact
Dr	Bradley	Schatz
https://evimetry.com/
bradley@evimetry.com
@blschatz

'Hard	Disk	Drive	X-Ray'	
image	by Jeff	Kubina


